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About myself

* Associate professor at Politecnico di Milano
* Robotics
* Cognitive Robotics
® Machine Learning
® Main research interests
° Robot vision/perception
® Machine learning

* Benchmarking and performance evaluation




Why Benchmarking? =




We need a Benchmark ...

* “Defining a standard benchmark for mobile service robots” (The RoSta wiki — 2008)

. * Benchmark:
* A standard by which something is evaluated or measured

* A surveyor's mark made on some stationary object and shown on a map as a reference point

* Benchmarking:

* To measure the performance of an item relative to another similar item in an impartial
scientific manner. (http://en.wiktionatry.org/wiki/benchmark)




Good Experimental Methodologies

“General Guidelines for Robotics Papers using Experiments” (March 2008 DRAFT)

Is it an experimental paper?

Are the system assumptions/hypotheses clear?

Are the performance criteria spelled out explicitly?

What is being measured and how?

Do the methods and measurements match the criteria?

Is there enough information to reproduce the work?

Do the results obtained give a fair and realistic picture of the system being studied?

Are the drawn conclusions precise and valid




Experiences to imitate ;

* Other fields in Computer Science had paved the way

* Machine Leaning @ UCI uc —

Machine Learning Repository View ALL Data Sets

* Stereo vision @ Middlebury L

Welcome to the UC Irvine Machine Learning Repository!

. . ‘We currently maintain 162 data sets as a service to the machine leaming community. You may view all data sets through our searchable interface. Our old web site is still available, for those who
. Performanc e Evaluatlon O f I rackln preferthe old format. For @ general overview of the Repository, please visit our About page. For information about citing data sets in publications, please read our citation policy. If you wish to donate a
data set, please consult our donation policy. For any other questions, feel free to contact the Repository librarians.
and Surveillance - B

Latest News Newest Data Sets: Most Popular Data Sets (hits since 2007):

. - ~ e 06-25-2007: Two new data sets have been added: UJI Pen
[. (object recognition database
04-13-2007: Research papers that cite the repository have
been associated to specific data sets.

Supported By

Mammographic Mass

02-29-200: Forest Fires 9853:
04-09-2007: Three new data sels have been added: Foker
S Hand, Call2 Building Pecple Counts, Dodgers
Loop Sensor. 06-01-2007: D UJi Pen Characters 7659
L 09-08-2006: The Beta site has been launched.
09-01-2006: SPECTF test has been modified by the donor.
08-28-2006: PHP facsted browse has been implemented 05-01-2007: MACIC Gamma Telescope Tz
08-23-2006: The metadata fields for each data set in the
Repository have been filed out Poker Hand 6766 Poker Hand




Experiences to imitate

* Other fields in Computer Science had paved the way:

* Machine Leaning @ UCI
* Stereo vision @ Middlebury

* Performance Evaluation of Tracking
and Surveillance

* PASCAL (object recognition database)

vision.middlebury.edu

stereo|* mview * MRF * flow
Evaluation Datasets Code + Submit

Middlebury Stereo Datasets

2001 datasets - 6 datasets of piecewise planar scenes [1]
(Sawtooth, Venus, Bull, Poster, Bam1, Barn2)

2003 datasets - 2 datasets with ground truth obtained using structured light [2]
(Cones, Teddy)

2005 datasets - 9 datasets obtained using the technique of [2], published in [3, 4]
(Art, Books, Dolls, Laundry, Moebius, Reindeer, Computer, Drumsticks, Dwarves)

2006 datasets - 21 datasets obtained using the technique of [2], published in [3, 4]
(Aloe, Babyl-3, Bowlingl-2, Cloth1-4, Flowerpots, Lampshadel-2, Midd1-2, Monopoly, Plastic, Rocks1-2, Wood1-2)

How to cite our datasets:

We grant permission to use and publish all images and disparity maps on this website. However, if you use our datasets, we request that you cite the appropriate paper(s): [1] for the 2001
datasets, [2]for the 2003 datasets, and [3] or [4] for the 2005 and 2006 datasets

References:

[1]1D. Scharstein and R. Szeliski. A taxonomy and evaluation of dense two-frame stereo correspondence algarithms.
International Journal of Computer Vision, 47(1/2/3):7-42, April-June 2002
[2]1D. Scharstein and R. Szeliski. High-accuracy stereo depth maps using structured light
In IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR 2003), volume 1, pages 195-202, Madison, W, June 2003
[31D. Scharstein and C. Pal. Learning conditional random fields for stereo
In IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR 2007), Minneapolis, MN, June 2007
[41 H. Hirschmiller and D. Scharstein. Evaluation of cost functions for stereo matching
In IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR 2007), Minneapolis, MN, June 2007




Bxperiences to imitate !

°

* Other fields in Computer Science haD paved the way:

Vision. y.edu |

* Machine Leaning @ UCI T
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— 2550 + minilter (L., shiftable windows), window siz

similar to Bobick and Intille (ICV 1999)
- Scanline optimization (LD optimization using horizontal Smaothness terms)
d- Graph cuts using alpha-beta swaps (Boykov, Veksler, and Zabih, PAMI 2001)

[2] V. Kelmogorov and R Zabih. Coraputing visual with occlusions using qraph cuts. 1CCV 2001
[3] V. Kelmogorov and R. Zabin. Multi-camera scene. via araph cuts. ECCV 2002
[4] M. Bleyerand . Gelautz. A lavered steres alqorithm using imaqe and global visibility constraints. 1CIP 2004,

[5] L Zitnick S.B.Kang, M. Uyttendacle, 5. Winder, and R. Szeliski. High-quality video usinga layered SIGGRAPH 2004,

[6] H. Hirschmaller. Accurate and efficient stereo processing by semi-global matching and mutual information. CYPR 2005, PAMI 30(2):328-341, 2008.

[7] . Sun, ¥.Li, 5.8 Kang, and H-Y. Shum. Symmetric stereo matching for occlusion handling. CYPR 2005

[8] 0. Veksler Sterea by dynamic onatree. CVPR 2005

[8] P Mordohai and G. Medioni. Stereo using monocular cues within the tensor vating framevork. PAMI 28(6):968-982, 2006,

[10] G. Olague, F. Femandez, C. Pérez, and E Lutton. The infection algorithm: an artificial epidemic approach for dense stereo comrespondence, Atificial Lite, 2006,
[11] R Brockers 1 Hund. and & Mertsching, Stereo wision using costrelaxation with 3D support regions, Lnage and Vision Computing New Ze aland (IVCNZ), 200




Here it comes RAWSEEDS

* EU Funded Project in the VI Frame Program (1°* November 2006 to July 2009)
. * A Specific Support Action to collect and publish a (S)LAM benchmarking toolkit

* Involved Institutions:

* Politecnico di Milano (Italy — Coordinator)
* Universita di Milano-Bicocca (Italy — Partner)

* University of Freiburg (Germany — Partner)

.||||| ||'

* Universidad de Zaragoza (Spain — Partner)




Why Benchmarking SLAM?

* Benchmarking of a robotic application might be complex and hard to tackle as a whole

. * The SLAM community was already establishing a “dataset” culture for algorithms evaluation

* Simultaneous Localization And Mapping could have been one of the easiest activity to
benchmark in robotics ...

i

. . =l .
* We can establish proper metrics for SLAM —_—
: . — Y—
* The community agrees on the use of such metrics = =
k4 '.'
T

* The community appreciate the effort for using it




What about sitmulation?

*  “Towards Quantitative Comparisons of Robot Algorithms: Experiences with SL.AM in
Simmulation and Real World Systems” (Balaguer et al. - Benchmarking (@ IROS 2007)

. * Simulators can be available for free (almost)

* Ground Truth is perfect and easy to collect ;-)

* Experiments are "easy" to replicate

* Seems the solution for benchmarking problems, “however real life differs from simulation”

* Useful in the lifecycle of a scientific idea, but robots eventually get real ...




Benchmarking Beyond Radish

* RAWSEEDS toolkit fosters publishing of:

* Extended multi-sensor data sets for the testing of systems on real-world
scenarios from different sensor perspectives

* Benchmarks and methodologies for quantitative evaluation and
comparison of algorithms (and eventually sensors)

* Off-the-shelf algorithms, with demonstrated performances, to be used for
bootstrapping and comparison.

WWW.rawseeds.org




RAWSEEDS Sensor Suite

* Use of an extensive sensing suite

B/W + Color cameras (moncular)
Stereo cameras (SVS by Videre)
LRFs (SICK 2D & Hokuyo)
Omnidirectional camera (V-Stone)

GPS and RTK-GPS (Outdoor GT)

Other proprioceptives (e.g., odometry, Inertial Measurement Unit)

* Sensors synchronized and acquired at maximum frequency allowed by onboard PCs




Issue #1: Design of the Datasets

* Defined relevant scenarios beforehand

Indoor scenarios: offices, halls, corridors, tlat and non-flat walls, doors & passages, windows,

. horizontal floors, ramps, stairs, elevators, and several pieces of furniture.

Outdoor scenarios where the robot moves in the open between buildings and the obstacles
are comparable with those found along urban roads.

Mixed scenarios with parts surrounded by walls and parts located in the open.
* Ditferent acquisition setups

* Static and Dynamic environments (i.e., people wlaking around)

* Different lighting conditions (i.e., natural daylight & artificial light)




e ;
Indoor Locations in Bicocca 5
|




Outdoor and Mixed L.ocations in Bovisa




11 Datasets Collected

* Indoor
* 1 static lamps + 1 static daylight
- * 1 dynamic lamps + 2 dynamic daylight
* Outdoor:

* 2static + 1 dynamic

* Mixed:

* 2 static + 1 dynamic




Issue #2: Are the data any good?

* Independent evaluation of the datat quality by Zaragoza partner

IMU used as time reference RAWSEEDS Validation Toolkit: IMU Synchronization

IndoorDatasets/Bicocca_2009-02-25b/
0.5

* ODOMETRY checked for delays
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RAWSEEDS Validation Toolkit: IMU Synchronization
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Issue #2: Are the data any good?

* Independent evaluation of the datat quality by Zaragoza partner

* IMU used as time reference

* ODOMETRY checked for delays e =
05 aser Odometry - - g =2 7 |
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Issue #2: Are the data any good?

* Independent evaluation of the datat quality by Zaragoza partner

. * IMU used as time reference 5
* ODOMETRY checked for delays 4 4
* SONAR checked by visual inspection 2 / /7

eTSITETTY)
N le"&&! LA o ,& AV M’a ¢ ah n. . -




e b
S - v-:;‘!

IMU used as time reference

* ODOMETRY checked for delays

* SONAR checked by visual inspection
* MONOCULAR checked for features




Issue #2: Are the data any good?

* Independent evaluation of the datat quality by Zaragoza partner

* IMU used as time reference My " |////, gy
B4 g ) B4

°* ODOMETRY checked for delays D N\
‘”JHVK"‘ \X, — — " -

& SONAR Checked by Visual inspection Tl INOCUL'AR IndOOr\StaticTLal‘npS\VBiCOCCaTZOOQ»OVZ-ZSb SVS_L

* MONOCUILAR checked for features
* TRINOCUILAR checked also for calibration

800 1000
time [s]




Issue #2: Are the data any good?

* Independent evaluation of the datat quality by Zaragoza partner

. * IMU used as time reference
* ODOMETRY checked for delays REE e,
* SONAR checked by visual inspection | |
“
* MONOCULAR checked for features P 1

* TRINOCULAR checked also for calibration _ 08
065 04 03 02 01 0 01 02 03 04 05 "I
* PANORAMIC checked for features and sync HO |




Issue #2: Are the data any good?
1

* Independent evaluation of the datat quality by Zaragoza partner

GPS Mixed/Bovisa_2008-09-01_Static/

. * MU used as time reference won [ |
e ODOMETRY checked for d elays s34 [| 1 emimesinemate foumenms
* SONAR checked by visual inspection (f ’
* MONOCULAR checked for features \

9

e TRINOCULAR checked also for calibration = == =_=
* PANORAMIC checked for features and sync

* GPS checked for quality and coverage




Issue #3: How do we evaluate SLAM?

* A SLAM benchmark needs to asses the performance of a SLAM algorithm

° Quantitative measures of map/path quality, w.t.t. ground truth

* Performance variation as map size grows

How realistic/pessimistic/optimistic is the estimation error

Large loop recognition and closure

* Clearly no single measure, we need a set of measures + ground truth!




A Trick tfor Generating Ground Truth

“Benchmarking Urban 6D STAM” (Wulf et al. — Benchmarking Workshop @ IROS 2007)

* Highly accurate RTK-GPS receivers can ™ ; , |
not be used in outdoor urban areas 2 s 1

* Surveyed maps can be obtained from the
national land registry offices

*  Monte Catlo Localization can be used
with such accurate maps to estimate ground
truth positioning from the data and a manual
supervision step to validate the MCL results.

Isn’t there a solution which does not uses the data itself?




RAWSEEDS Ground Truth Setup

* Two GT Collection Systems

* Outdoor: RTK (Real Time Kinematic) GPS
* Indoor: vision-based (GT-vision) and LRF-based (G'1-/aser)




Outdoor GT: RTK GPS

Two GPS receivers (fixed + mobile) w

Radio link between the recetvers

Pros: no drift, (somehow) easy setup, e
high positioning precision

Cons: does not operate indoors, costly hardware
extremely sensible to obstacles, performance
varies widely over time and space




Outdoor GT: RTK GPS

* Two GPS receivers (fixed + mobile) SRS S
* Radio link between the receivers B s e
&> ot .............. ,_'1 ..........
* Pros: no drift, (somehow) easy setup, > api N AN
. T 23 1 VS
high positioning precision i .
* Cons: does not operate indoors, costly hardware | =
extremely sensible to obstacles, performance S
varies widely over time and space ;o




Vision and Laser Indoor GT System

* Use a camera network to localize the robot
* Good: Independent sensor
* Bad: Requires (painful) setup/calibration

* Doubt: Might not be accurate enough




Vision and Laser Indoor GT System
1

* Use a camera network to localize the robot

. * Good: Independent sensor - ~ s . L
* Bad: Requires (painful) setup/calibration | - ,‘”
* Doubt: Might not be accurate enough * Y S T R
* Improve accuracy by an (offboard) laser system , e 1 f =
* 4 sick laser-scanners in the Vision GT are | , % ' |
. .
* robot localization with ICP in the overall scan .
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Issue #3.2: Indoor GT Validation
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Issue #3.2: Indoor GT Validation

angle error (deq), hase is Reference-pose

B_......:. ....... S . ........ : ........: ........ AR . ....... : ....... . ..... . ..... pree . I:”'”I.IE”.”I'I:II.”I.I;”.”I'I',”.”I.I: ........ . ........ : ......u: ........ : ---.---.: -----------------------
, : ! : : . : : : : : : ; : : : : : : : : -GT-Iaser

B Grvision |




Issue #3.2: Indoor GT Validation

* Vision GT
6000
* 112 £ 90mm in position
* -0.8 £2.16 degs in orientation 4000 [l
o

lLaser GT 20001

* 20 % 11mm in position

* 0.15 % 1.56 degs in orientation

-2000(
(]
Overall Accuracy GTlaser
* 19 + 11mm in position SR
* -0.12 + 1.56 degs in otientation R e
® camera 4

-6000 -4000 -2000 0 2000 4000 6000

T —— P —— " T — e e o



Issue #4: Is it any useful?

* Ready to use solutions from the partner used to validate the benchmark

LLaser Based

Scan-matching
Rao-Blackwellized Particle Filters
Graph-based SLAM

Vision Based

Monocular and Stereo SLAM
Trinocular SLAM

[ALUFR]
[ALUFR]
[ALUFR]

[UNIZAR]
[UNIMIB + POLIMI]




Laser Based SLAM (indoor)

* Map ground truth obtained by manual aligment (left) and odometry (right)
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Laser Based SLAM (indoor)

* Metrics capture the expected improvements (vasco, tbpf, graph-mapper)
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Laser Based SLAM (outdoor)

* Map ground truth obtained by manual aligment (left) and odometry (right)

e




Laser Based SLAM (outdoor) {

* Metrics capture the expected improvements (vasco, tbpf, graph-mapper)




Laser Based SLAM (mixed)

* Map ground truth obtained by manual aligment (left) and odometry (right)
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Laser Based SLAM (mixed)

* Metrics capture the expected improvements (vasco, tbpf, graph-mapper)
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? Monocular SL.LAM




Monocular SILAM Results

* 153m trajectory (5400 frames), 650m trajectory (24180 frames)

Low error (~1% of the trajectory)

Longest trajectories ever using
filtering-based visual estimation

Near real-time processing
(o sccondipek framie)

Efficient spurious search based

on RANSAC




1 Conclusions & Seeds for Discussion

* The RAWSEEDS benchmarking toolkit still available! TBfor — TBfor — TBfor — TBfor " TBfor |
Task 1H Task 2H Task 3H Task 1W Task 2w
*  Multisensorial datasets with ground truth RoCKIn RoCKIn
2 ; @Home @Work
*  Well defined benchmarks with metrics Task Task Task Task Task
me=OT=TIC SHell solutions to compare with G
Functio
*  What’s after RAWSEEDS? nality 1
5 . 14 FB for
Dl Gi0mb bR OROmrerE ST FARRIIRY Functio
NI SR P nality 2
=02 PTOOIICIIS Wi WCLKUIW
FB for
* Different uses for the same data Fu?tctig
nality
®* More datasets
FB for
Functio

®  One platform is there, but collection costs! aled

) Other platform datasets (e.g., UAV, cars, ...)

* SLAM is a small step, let’s benchmark systems and control loops ...

Scores of Integrated Robot Systerms according to the Ths




